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The aim of the current work was to investigate the possibility to change and
optimize the testing intervals of the Emergency Diesel Generators System (EDGS)
at the Ignalina Nuclear Power Plant (NPP) in such a way that the safety level of
the Ignalina NPP would not be decreased. The investigation of EDGS was per-
formed applying the conservative measures related to system reliability. In order to
estimate and minimize the reliability data uncertainty, the Bayesian updating ap-
proach was also investigated. As these measures and failure data are mainly related
to EDGS unavailability, the system unavailability model has been developed and
used for testing interval optimization.

The approach, models and the obtained results can be used in the framework
of the living probabilistic safety analysis and reliability data updating in order to
minimize data uncertainty. Analysis of the results showed that the interval of te-
sting the EDGS at the Ignalina NPP could be increased up to two months, as the
average unavailability changes insignificantly and doesn’t exceed the acceptable
limit.
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1. INTRODUCTION

Diesel Generators (DGs) are usually tested periodi-
cally in order to check their condition. In view of
their importance, the reliability of DGs must be ve-
ry high. Since these DGs are standby equipment
and operate only on demand or during surveillance
tests, their demand failure probability should be ve-
ry low, and once they operate their operational una-
vailability should be also very low. However, the
testing frequency is chosen mainly by engineering
judgment and according to general practices. Hav-
ing the reliability data, the mathematical modeling
can be used to support the decisions related to the
testing interval and system redundancy.

The Diesel Generators System of the Ignalina
NPP is one of the most redundant EDGS at any
NPP in the world. However, the testing frequency
is not considered in relation to EDGS redundancy,
availability and system reliability data. One month
testing interval for EDGS is used at present at the
Ignalina NPP [1]. Besides, the decision-making con-
cerning the testing of EDGS is not based on actual
statistical data of failures.

In order to prevent the occurrence of failure at
an actual demand, the latent and other faults are
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detected and eliminated on tests. On the other side,
too frequent testing may degrade the equipment and
cause failures. Through a proper choice of testing
interval, the negative and positive effects of testing
can be balanced against each other.

2. UNAVAILABILITY MODEL

Reliability analysis focuses on the ability of a sys-
tem to continue performing its mission without in-
terruptions or failures. Availability analysis (e.g., [2])
focuses on ability to perform a mission at a parti-
cular period of time (considering issues such as lo-
cal equipment failures, testing, maintenance, etc.).

Availability at some point of time ¢ (instantane-
ous availability) is the probability that a system or
component is in operation at the time ¢. This can
be the result of no failure up to time ¢ (i.e. relia-
bility) or the combined effect of no failure (reliabi-
lity) and repair (i.e. maintainability). Unavailability
is the complement of Availability, i.e. the probabi-
lity that an item does not function when required.

Availability A(¢) is the probability that a system
is operating at time f, while Reliability R(¢) is the
probability that the system has been operating from
time 0 to z. If we deal with a single unit with no
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repair capability, then, by definition, R(¢) = A(¢). If
repair is allowed, the reliability does not change but
A(t)becomes greater than R(¢). Periodic testing can-
not affect reliability, but does affect availability and
at the same time unavailability.

In general, the reliability of stand-by systems is
related to the unavailability mean, which is estab-
lished by assessing the probability that a system can-
not perform the designated functions in the case of
random demand. EDGS unavailability is mostly in-
fluenced by the failure rate and their types. EDGS
and other systems at stand-by failures generally are
divided into two main types (e.g., [3]): monitored
(observed) failures and latent failures, which are also
called hidden failures. In addition, according to the
safety features, there are critical and non-critical fai-
lures (Table 1).

Table 1. Failure modes of stand-by component

Effect
(0]
¢ c:::urrence Prevents the Does not prevent
P operation the operation
Monitored Monitored Monitored
Critical - MC Non-critical — MN
Latent Latent Latent

Critical - LC Non-critical — LN

Unavailability due to critical and non-critical fai-
lures unobserved during maintenance is related to
the maintenance time, while the latent critical failu-
res influence the unavailability both due to their
maintenance and undetected occurrence. When a
critical failure occurs, the system cannot perform
some of the designated functions until the time when
this failure is found, i.e. until the testing.

The mean total unavailability can be expressed
by a function that depends on the testing interval
of length T (period between tests). In general, it is
a sum of three components related to the impact of
different types of failures, and one component, which
defines testing time impact:

Q(T) = QLc(T) + QMC + QNC + QTs(T)' (1)

The latent critical faults contribute to the expec-
ted unavailability during stand-by time, but the ope-
rator does not know their presence until the next
test or demand. The mean total latent critical failu-
re unavailability, taking into account the impact of
the average idle time a, . formed due to the main-
tenance, is expressed by the formula:
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The function u(f) is an instant latent critical failu-
re unavailability. For system modeling it is assumed
that all observed failures occur at a constant rate
A, The average critical failure unavailability, ta-
king into account the impact of the average idle
time a,,. formed due to the maintenance, is expres-
sed by the formula:

17 u(Ma,c
== ru(t)dt + ——.
Tg ® T

Oue = Mye e 3)

If the non-critical failure occurrence rate is A,
and the average idle time of maintenance is a,,
then the expression for those failures impacting on
the unavailability is

QNC = )\NC Qe 4)

Testing duration impact on the unavailability is
defined by the formula:

T
QT5=;E, Q)

where T is testing duration, while E is an estimated
probability that the system functioning demand will
not be fulfilled during the testing.

If during testing the system demand is found
and is automatically turned into the normal function-
ing mode, then the effect of testing duration on the
unavailability becomes practically insignificant
(E = 0). In other extreme cases, when the system
during testing was absolutely disconnected, E = 1
and the impact of system testing duration was
maximum.

Seeking to optimise the DG testing interval 7, the
mean DG unavailability was analysed. The earlier ana-
lysed mean unavailability function Q(T) is expressed
as a sum of three terms which describe the impact of
different failures and testing duration as follows:

Q) = uyat + LA 4

'+()\MCaMC)+()\NCaNC)+(%E)- (6)

One of the main parts influencing the unavaila-
bility variation, which depends on the testing inter-
val, is related to latent critical failures. The main
feature of latent failures is that their existence is
unknown until the system is in a stand-by mode.

These failures usually are described by probabi-
lity, called instant unavailability. Typically, the sim-
plified model is used for the calculation of instant
unavailability u(r):
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ult) = g + M, (7

where ¢ is the time-independent unavailability term,
A is the failure rate (depending on time), and ¢ is
the time after the previous test or demand.

In the application under consideration, a more
precise model was employed, where the failure distri-
bution itself but not its linear approximation was
used. In this case the expression of instant unavai-
lability is

U@ =q + (I-q)-e") (8)

The time-independent unavailability parameter ¢
reflects the failures that occur during the testing
and are not observed until the next testing or de-
mand, and the failures whose failure mechanism is
related to the testing or system functioning and is
not manifested in the stand-by mode.

The unavailability part g, ., which is influenced
by latent critical failures, does not depend on time.
This part is calculated by dividing the number of
latent critical failures observed during the testing by
the number of testing. The failure rate A (partly
depending on time) for the corresponding types is
obtained by calculating the relation between the
number of failures during the testing and duration
when these failures occurred. The mean idle time
a, which as a actually occurs due to maintenance, is
calculated by dividing the total maintenance time
by a corresponding number of failures.

The minimum of testing interval for one diesel
generator is obtained by solving the equation:

d _
prm Q(2) =0. )

3. DATA RELIABILITY STUDIES

EDGS functionality at the Ignalina NPP is controlled
by the procedures of three types: testing, technical
service and preventive maintenance, the frequency
of which is one in a month (TO-1), a year (TO-2)
and in five years (TO-3).

Like other systems important for safety, EDGS
should have a high reliability. On the one side this
reliability is guaranteed by DG construction and
technical parameters (e.g., a guaranteed operational
period is 30 years) and on the other side by testing,
when EDGS is checked, the defects are identified
and eliminated. During TO-1 every diesel is started
and run for approximately one hour.

EDGS reliability to some extent can be ensured
by changing the length of the testing interval, how-
ever, it is clear that on the one hand testing increa-
ses EDGS reliability, while on the other hand fre-

quent diesel start-up increases EDGS ageing. In ad-
dition, the EDGS cannot perform all designated
functions during the tests.

From 1998 up to 2002, as an example, there
were registered 134 failures of DGs at the Ignalina
NPP. During that time there were 85 critical failu-
res. The maintenance took 4548 hours. The amount
of critical failures and maintenance time for separa-
te DG during the period 1998-2001 are presented
in Table 2.

Table 2. Critical failures (CF) and corresponding main-
tenance hours

DG number 1 2 3 4 5 6
Number of CF 9 13 2 7 14 2
Maintenance hours 316 712 10 364 1126 48
DG number 7 8 9 10 11 12
Number of CF 7 2 4 8 8 9

Maintenance hours 928 22 154 258 258 352

The accumulated number of repair and repair
hours through the operating period 1988-2001 are
shown in Figs. 1 and 2. From these figures, it would
be possible to see the effect of ageing, however, it
should be noted that in the considered case the
amount of critical failures and repairs still cannot
be directly related to DG ageing.
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Fig. 2. Accumulated number of repair hours

29



Robertas Alzbutas

For the further investigation, the Ignalina NPP DGs
statistical data and characteristics for a 10-year period
(1 Jan 1990 up to 1 Jan 2000) were analysed. The
parameters of the unavailability model calculated
using the mentioned statistical data are shown in Tab-
le 3. The indices LC and others are added to the g, A
and a parameters in order to distinguish between the
different modes of failure discussed in the correspond-
ing section.

Table 3. Estimated parameters and unavailability con-
tributions for DG

contribmtar 1 I it
LC faults

q,. 2.10E-02 (1/demand)
A 29.45E-06 1/h
a. 31.40 h

MC faults

A 33.33E-06 1/h
ay. 54.62 h

NC faults

A 41.89E-06 1/h
ay. 18.60 h

It should be noted that the uncertainty intervals
of the parameters are relatively large due to sparse
data and inhomogeneities. Using the Bayesian ap-
proach, there is a possibility to estimate and de-
crease the data uncertainty [4] and to model the
initiating event frequencies more precisely [5].

As an example, analyzing the statistical failure da-
ta it is assumed that failures come from a Poisson
distribution with the parameter A. Formally, this pa-
rameter is deterministic, but due to the lack of statis-
tical data, computational errors, model assumptions,
etc. the parameter A is supposed to be a random va-
lue with the distribution p(A). Usually this distribu-
tion is calculated by Bayesian methods, combining the
prior distribution based on generic data p(A) and the
specific plant data Y, obtaining the final distribution
pOAIY).

The failure rate was expressed as a random value.
Its density function p(A) a priori can be assumed to be
a lognormal distribution density with the parameters
S and R, i.e. with the generalized data X, the prior pro-
bability density function of the parameter A is a log-
normal distribution with the parameters S and R:

InZAR
1 mw
J2nsm

pP(A) = p(A | X) = (10)
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The considered parameter values (S = 0.815 and
R = 2.758) are obtained from the generalised ope-
rational data. Statistical data on the Ignalina NPP
are updated according to the formula:

() = POV ERLY 1Y)
PO) TR(Y N

where AO]0;00[, Y is the NPP statistics.

) (11)

The used algorithm allows to incorporate a new
data statistics to the considered model and to esti-
mate the data uncertainty. In case when a new in-
formation is available, parameter distributions can
be updated using the Bayes procedure. Using distri-
butions obtained in this way, the distribution, 5%
and 95% percentiles and the confidence interval of
the result can be estimated.

The prior distribution parameters R and S can
be estimated using T-Book data (2000) and the prior
distribution parameter relations. The prior A and
the posterior A’ as mean values can be calculated
using the correspondent distribution g(A) and f(A):

A =[z9(2)dz, (12)
0

A= (7 (2)dz . (13)
0

The corresponding percentiles A, and A of A

distribution p(A) can be obtained using the follow-
ing expressions:

0.95 = Aﬁo(z)dz , (14)
)\005
0.05 = g p(z)dz . (15)

The results of data updating using the Bayes ap-
proach are shown in Table 4. The prior and the
posterior distribution g(A) and f(A) are shown in
Fig. 3.

Table 4. Data updating using the Bayesian approach

Stat. \°
0.258

Post. N> | X N

0.05 0.95
0.21 0.072 0.421

R S
2.758 0.815

Prior A
0.18

Note: To convert the failure rate per year to the
failure rate per hour, it is need to divide it by
365%24, when the mean of the posterior failure rate
per hour N’ = 2.385E-05.

When data uncertainty is evaluated, it can be
decided whether or not a new information is
needed for further uncertainty reduction. It is ob-
vious that when the data amount N - o, a ran-
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Fig. 3. Prior and posterior distribution of failure rate per
year

dom variable (e.g., A\) converges to a constant (e.g.,
variance Var(A) - 0).

4. SYSTEM MODEL AND CALCULATIONS

An active on demand parallel system (Fig. 4) of n
components designates a redundant system (a sys-
tem with more units than are absolutely necessary
to function as required) in which all units are acti-
ve on demand. At first, a system of this type is a
system with all 100% parallel units:

Fig. 4. Active-on-demand parallel system

A redundant system assumes that the individual
elements are of full (100%) capacity in accompli-
shing the designed objective. So, since all elements
must fail for the system to fail, the system unavai-
lability

n

U=, (16)
where u(t) is i element unavailability.

Analysing the success criteria of system opera-
tion, this work considers a scheme which consists of
elements connected in parallel and performing the

functions of a system. In a redundant system, it is
assumed that separate elements can perform the de-
signated functions independently of the other ele-
ments. Analysing the system of n identical elements
parallelly interconnected, when for the system func-
tion performance only k elements are required and
when the instantaneous unavailability of separate ele-
ments is g, the total system unavailability is gene-
rally expressed by binomial distribution:

n
Fn(@) = S M (-mia™(2-0)™". (1)

The “non-success criterion” of the EDGS sys-
tem for one Ignalina NPP unit with six DGs is the
failure of four DGs, while the “success criterion” is
three out of six DGs. In the case when four DGs
would fail, the EDGS system cannot ensure the func-
tioning of the safety system and exceeds the limits
of safe NPP operation.

Considering the EDGS “success criterion”, the
following redundant EDGS unavailability levels we-
re analysed:

* 4 of 6 DGs failure on demand;

* 3 of 5 DGs fail during one month testing in-
terval T.

Within one month, one of 12 DGs cannot per-
form the designated functions, because the annual
preventive test is performed. Thus, for one unit on-
ly 5 of 6 DGs are available.

Trying to assess the mean unavailability of the
entire system, one DG mean unavailability model
can be used. If one DG mean unavailability conser-
vatively is Q(7T), then the entire system’s mean una-
vailability U(T) in a particular case conservatively
can be expressed on analogy with instant unavaila-
bility:

Ui (1) = 3 M (n-m)1 Q)" (- QT (1)

Then the minimum of mean unavailability can
be obtained. The optimal testing interval is the so-
lIution of the following equation:

d

—U(2)=0.

4z (19)

The optimum value of mean unavailability for
the whole system U(T) as for each DG Q(7) is not
very clear, as shown in Fig. 5.

In particular cases, the system redundancy has no
significant influence on the optimum value of the te-
sting interval. An increase of the system redundancy
decreases the mean unavailability level, however, it
exerts no considerable influence on the shape of the
unavailability function curve and at the same time the
value of the optimum testing interval.
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Fig. 5. Unavailability for different redundancy of DGs sys-
tem

The separate unavailability function with respect
to the testing interval and corresponding unavaila-
bility level (Table 5) for the failure of 4 out of 6
DG is shown in Fig. 6.

Table 5. Test interval and corresponding unavailability
for different DG system redundancy
DG .Testmg Meal.1
tem interval, unavaila Note
syste hours bility
1 DG: 340.57 0.034 Min. unavailabil.
Q(x) 730 0.037 1 month testing
3|5 DG: 3458 3.82 - 10 Min. unavailabil.
U35(x) 730 487 - 10 1 month testing
4|6 DG: 345.8 1.96 - 107 Min. unavailabil.
U46(x) 730 271 - 10° 1 month testing
40t
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Fig. 6. Unavailability function and unavailability limit in case
of failure of 4 out of 6 DGs
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There is no criterion to define the allowable una-
vailability of EDGS at the Ignalina NPP, however,
it is stated that the design failure rate for one DG
A, = 1.4 - 107, from which the limiting unavailabi-
lity of a system can be assessed.

Unavailability corresponding to one and two
months of testing intervals, as well as the minimum
unavailability is lower than conservatively determined
for 4 out of 6 DGs failures limiting unavailability
L, =805"- 10"

Table 6. Comparison of testing interval and unavailabi-
lity for 4|6 DGs system

Testing interval Mean Not

hours (days) unavailability ote
345.8 (14.41) 1.96 - 10° Min. unavailabil.
730 (30.42) 271 - 10° 1 month testing
1460 (60.83) 6.43 - 10° 2 month testing

The limiting unavailability corresponds to the fol-
lowing extreme testing interval values:

e (100 hours (4.17 days) — the shortest testing
interval;

* [1650 hours (68.75 days) — the longest testing
interval.

This unavailability model is most sensitive to the
parameters related to a latent critical failure. In or-
der to decrease the minimal unavailability, it is re-
asonable to decrease the time-independent unavai-
lability part or the latent critical failure rate.

5. CONCLUSIONS

The limit of unavailability allows to increase the
interval of DG testing at the Ignalina NPP up to
two months. Due to changing the testing interval
from one month to two months the average unavai-
lability changes insignificantly (from 2.7 - 10~ up to
6.4 - 10°) and doesn’t exceed the considered limit
of unavailability 8.05 - 10~°. An economical benefit
can be obtained from implementation of the two-
-month testing interval.

The suggested models and the performed analy-
sis will be especially useful when due to the decom-
missioning of Unit 1 there would be a need to de-
cide how many DGs should be left for the safe
operation of Unit 2 at the Ignalina NPP.
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DYZELINIU GENERATORIU SISTEMOS
PATIKIMUMO KONTROLE IR TESTAVIMO
INTERVALO OPTIMIZAVIMAS

Santrauka

Sio darbo tikslas buvo istirti galimybe pakeisti ir optimi-
zuoti Ignalinos atominés elektrinés (AE) avarinés dyzeli-
niy generatoriy stoties (ADGS) testavimo intervalus to-
kiu biidu, kad Ignalinos AE saugos lygis nebiity sumazin-
tas. ADGS tyrimas atliktas panaudojus rodiklius, susiju-
sius su sistemos patikimumu. Siekiant jvertinti ir minimi-
zuoti patikimumo duomeny neapibréztumus, taip pat bu-
vo tirtas duomeny Bajesinio atnaujinimo metodas. Ka-
dangi nagrinéti rodikliai ir gedimo duomenys daugiausia
susij¢ su ADGS neparengtumu, testavimo intervalui opti-
mizuoti buvo sudarytas ir panaudotas sistemos nepareng-
tumo modelis.

Nagrinetas metodas, modeliai ir gauti rezultatai gali
biiti panaudoti nepertraukiamos tikimybinés saugos anali-
z¢€s programoje bei patikimumo duomenims atnaujinti
siekiant minimizuoti duomeny neapibréztumus. Analizés
rezultatai parod¢, kad ADGS Ignalinos AE testavimo in-
tervalas gali biiti padidintas iki dviejy ménesiy. D¢l testa-

vimo intervalo pakeitimo nuo vieno iki dviejy ménesiy
vidutinis sistemos neparengtumas pasikei¢ia nereik§mingai
ir nevirSija priimtinos neparengtumo ribos.

RaktaZodziai: neparengtumas, dyzeliniai generatoriai,
testavimo intervalo optimizavimas, patikimumo duomenys

PoGeprac An3dyrac

KOHTPOJIb HAJEXKHOCTU CUCTEMBI
JAN3EJIBHBIX TEHEPATOPOB N
OIITUMMU3ALINA NHTEPBAJIA
TECTUPOBAHUA

Pesowme

Llenpto maHHON pabOTHI SIBHUIIOCH HM3yYCHHE BO3MOXK-
HOCTH W3MEHEHHMS] W ONTUMU3AIMKM HHTEepBalla TECTH-
poBaHUsA aBApPUNHON AM3EIBHOU 3JIEKTPOCTAHIIUU
(AI2C) Ha UrHamuHCKOH aTOMHOUW 3JEKTPOCTAHIINU
(ADC) Ttakum obpazom, 4yToOBI Oe3zomacHocTh Mrha-
nmuHckoit ADC He Obuta cHmkeHa. McciegoBaHue
AJIDC BBINOIHEHO € MOMOIIBIO MOKa3aTesei, CBs3aH-
HBIX C HAJEeKHOCTBhIO cUCTeMbl. Hapsmy ¢ oleHko#l u
MUHUMM3AIeNd HeOMPEIeICHHOCTH JaHHBIX HAJACKHOCTH
ObLT HccaenoBaH baecoBelii MeTO OOHOBIIEHUS TaHHBIX.
ITockonbKky TOKa3aTeNu W JaHHBIE OTKA30B B OOJIb-
IIUHCTBE CIy4aeB CBsI3aHBI C HeroToBHOCThIO AJIDC,
IIIS ONITUMU3AIMU WHTEpBaJia TECTUPOBAHUS OblIa CO-
37aHa ¥ KCIIOJIb30BaHa MOJENb HETOTOBHOCTH CHCTEMBI.

HccnenoBaHHBIN METOJ, MOZETN U ITOJYYEeHHBIE pe-
3yJIBTAThl MOTYT OBITh UCIIOIL30BAHBI JIJIST MIPOTPAMMBI
HEMPEPBIBHOTO BEPOSTHOCTHOT'O aHAIM3a 0E30MacHOCTU
1 OOHOBJIEHHS MAaHHBIX O HAJEKHOCTU B ILEISIX MUHH-
MM3AIMY HEONPEIEIECHHOCTH JaHHBIX. Pe3ynbraThl aHa-
JIM3a TOKa3ajiu, 4To WHTepBan TectupoBanus AJIDC
Ha WrHamuackoir ADC MoXeT OBITh YBEIHUEH 10 ABYX
MecsIeB. M3-3a U3MeHEHHs] WHTepBala TECTUPOBAHUS C
OJTHOTO MecsiIia 0 JBYX CPEIHsIsST HETOTOBHOCTH CHCTe-
MBI M3MEHSIETCS HEe3HAUMTEIbHO U HE MPEBBINIAET J10-
IyCTUMBII TIpeie]l HErOTOBHOCTH.

KioueBble ¢j10Ba: HETOTOBHOCTD, IU3ENIbHBIC TeHepa-
TOPBI, ONTUMH3ALINS UHTEPBaTa TECTUPOBAHUS, JTaHHBIC
0 HAJEXKHOCTH
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