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The study of the vibrational Raman spectra modeling of
solvated cysteamine

The characteristics of Raman spectra calculations of solvated molecular structures were in-
vestigated. Cysteamine hydrochloride solution in water was chosen as the model system. The
calculations were performed using an implicit solvation model Integral Equation Formalism 
Polarizable Continuum Model (IEFPCM) with explicit solvent molecules added to the structure 
model. Geometry optimization of such structures might be time consuming due to a flat energy
surface. The analysis of alternation of the calculated Raman spectra during the geometry opti-
mization process revealed that a considerably lower number of optimization steps was neces-
sary to get semi-accurate results. We have found that 10–15 optimization steps are enough for 
such models, and calculation errors for such models do not exceed 5–10%. The correlations
between the calculation errors and internal forces on atoms or changes of the geometric para-
meters of the models are observed.
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INTRODUCTION

Investigating the fine structures of solvated molecules is a topic
of considerable importance since most chemical and biochemi-
cal processes occur in solutions. Computational modelling of 
such species is a common tool for structural studies. The models
of solvated molecules may provide some fundamental informa-
tion about molecular systems; therefore, there is great demand 
for accurate and straightforward theoretical models that account 
for the effects of solvation. The most common and computation-
ally efficient way to treat a solvent is to use continuum solvation
models. 

The history of and theory of continuum solvation models
have been laid out extensively in various articles [1–4]. The most
prevailing of them are polarized continuum models (PCM) 
[1.5–7]. Three main different approaches exist to exercise PCM
calculations, namely dielectric PCM (D-PCM), the second mod-
el which treats a surrounding medium as a conductor instead 
of dielectric (C-PCM) and, finally, integral equation formalism
implementation of PCM (IEF-PCM) [8–9]. Very similar to PCM 
is a conductor-like screening model (COSMO) [10–13], which is 
also quite current and widely applicable in software packages.

Usually implicit solvation models are created and optimized 
to perform the calculations of the solvated molecule energy. But 
there are certain cases when the calculation results can be im-
proved by the use of some explicit solvent molecules [14-15]. 
These explicit solvent molecules may provide some fundamental
information [16–17] on the interactions between the solvent and 
solute molecules. For typical ab-initio calculations, an inclusion 
of many solvent molecules is not appropriate due to huge com-
putational requirements. Therefore, it is common to use simpler

models with solvated molecule including few solvent molecules 
(it is necessary to choose an appropriate number of solvent mol-
ecules, which could provide information on the interactions). 
Nonetheless, it should be noted that even such approach has a 
hidden computational time. Such models contain more or less 
weakly connected molecules. Usually these molecules are bound 
by a hydrogen bonding. Hydrogen bonds are among the strong-
est noncovalent bonds, but nevertheless by orders of magnitude 
they are weaker than covalent bonds. Therefore, the energy sur-
face of such molecular structures near the optimized structures 
is very flat. Most optimization algorithms work very well when
the energy gradient is moderate, but may behave worse when 
the energy surface is flat. A typical optimization pattern of such
weakly connected systems is fast structure convergence of sepa-
rate molecules and slow relative alignment of them. In the worst 
case, some structures do not get optimized at all due to slight 
vibrations of the solvent molecules forwards and backwards.

Some computational tasks require good geometry conver-
gence to perform the final calculations. An example of such task
is a calculation of vibrational infrared absorption or Raman 
spectra. It is a usual recommendation for the vibrational analysis 
to find fully converged geometry. It is stated that spectra and en-
ergy depend on a precise optimized structure. This recommenda-
tion is so strict that even structure optimization and vibrational 
analysis should be performed using the same basis set. Indeed, 
the physical basis for the vibrational analysis assumes that ener-
gy derivatives in respect of the coordinates are equal to zero, and 
this condition is fulfilled at energy surface minimum. If geom-
etry is not optimized, the vibrational analysis usually yields one 
or more imaginary frequencies. These strict requirements for
geometry are full of sense when modelling molecules in vacuo. 
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Modelling of the solvated molecules have some more aspects. 
The usage of explicit or implicit solvation models bring errors by
themselves. The implicit models contain some correlated values
in the calculation scheme. The explicit solvation models usually
take into account only few solvent molecules; therefore, many 
solvent–solvent molecular interactions are neglected. It should 
be pointed out that both types of solvation models neglect the 
dynamic nature of the solvation process.

Thus, the calculations of the vibrational spectra, which need
accurate geometries, depend on the solvation model. In this 
work we are analyzing the calculated Raman spectra during 
the optimization process. We have chosen cysteamine hydro-
chloride solutions in water as a model system. Cysteamine (2-
aminoethanethiol) is a small bifunctional molecule widely used 
as a chelating ligand in coordination chemistry, biochemistry, 
and for construction of functional self-assembled monolay-
ers (SAMs) on metal surfaces [18]. Its SH group forms a strong 
metal–sulfur chemical bond upon the adsorption on gold, silver 
and copper surfaces, while the NH2 group interacts with ions 
[19], organic molecules [20] and proteins [21–22] in the solu-
tion phase used to prepare molecular structures with specific
properties. Ionization and solvation of the amine group in aque-
ous solutions controls the binding properties of the cysteamine 
linkage to the solution phase species. The Raman spectra of cy-
steamine hydrochloride in solution were previously reported 
and the bands were assigned [23–26].

In this work we are demonstrating that during the calculations 
of Raman spectra of solvated cysteamine molecules, a partial op-
timization with almost converged geometries is sufficient. For the
molecular systems studied herein, this could reduce the calcula-
tion time-span by five times and even more for larger systems.

METHODS

All calculations were performed with the software package
Gaussian for Windows G03W rev D03 [27]. All the calculations 
were performed using DFT method with the use of B3LYP hy-
brid functional. The 6-31++G(d,p) gaussian basis sets were
used. Cysteamine has three ionic forms with formal charges +1, 
0 and –1, denoted as Cyst+, Cyst and Cyst– respectively, which are 
in equilibrium according to equations 1 and 2.

  (1)

and

  (2)

It should be mentioned that the neutrally charged form Cyst 
with zero formal charge actually is zwitterionic in water solu-
tions. The models for all the three ionic forms were generated.
These models additionally included three explicit water mol-
ecules, positioned randomly at initial geometry. 

All the vibrational spectra from intermediate optimization 
steps were calculated using the same calculation parameters. 

The convergence of geometry during the optimization was cal-
culated according to the following equation:

, (3)

where m is geometry at m-th step, N is the number of atoms, xn
f 

denotes the coordinate “x” of atom n at the final geometry.
The mean relative errors of the calculated spectra were cal-

culated using the following equations:

    (4)

and

   (5)

RESULTS AND DISCUSSION

For this study we have selected a cysteamine molecule, the ioni-
zation of which was examined earlier by the spectroscopic and 
computational methods [23]. Herein we demonstrate that the op-
timization of the cysteamine ionic forms generally takes different
numbers of optimization cycles. It was found that the main chang-
es of geometries evolved during the initial 10–15 cycles, further 
geometries were changing more slowly. Fig. 1 shows a progress of 
geometry convergence and relative changes of geometry during 
the optimization process. Some models converge to the final ge-
ometry monotonically, like the neutral Cyst and the positive Cyst+ 
species model, while others may fluctuate, like the negative form
Cyst– model. A more detailed analysis shows that these fluctuations
are mainly caused by the “vibrations” of water molecules. It can be 
noticed as well that the geometries are changing at different rates,
and there are some intervals of fast changes as well as intervals of 
relatively stable structures. The intervals of rapid changes can be
naturally associated with forces on the atoms. This fact is not un-
expected considering that geometry optimization algorithms use 
the force information when updating geometries.

The goal of the geometry optimization is to obtain the struc-
ture with minimal energy. Usually the objective is to find a global
minimum, but sometimes algorithms have to “climb” up to higher 
energies on the energy surface to leave a local minimum and find
the global minimum. These optimization profiles can be seen in the
optimization energy graphs. Fig. 2 demonstrates an energy calcula-
tion error change of cysteamine forms during the optimization. The
energies of the initial structures differ from the optimized structure
energies by 10–14 kJ/mol. During the optimization process, the 
electronic energies of all ionic forms monotonically decrease to the 
final values, and the energy calculation error is always positive and
converges to zero. As mentioned above, theoretically it is possible 
that the energy may rise to a certain local maximum.

However, the calculated energies with zero-point corrections 
or calculated free energies behave more erratically. Nevertheless, 
usually the calculation error does not exceed 5–10 kJ/mol after the
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first few optimization cycles.Some authors suggest that the usage of
polarizable continuum models contain implicit calculation of cor-
rection factors, therefore, the calculation of zero-point energy and 
subsequently free energy is not correct. An interesting relationship 

between free energy and minimal frequency (or maximal imagi-
nary frequency) is observed for the negative form of the cysteamine 
molecule. There are two clearly visible correlations for geometries
with imaginary frequencies and with all positive frequencies.

Fig. 1. Overall average geometry convergence (a) and relative average changes in the geometry (in Å) and forces (in Hartrees/Bohr) in negative Cyst–(b), neutral Cyst (c) and 
positive Cyst+ (d) forms of cysteamine

Fig. 2. Structure energy convergence during the optimization for negative 
(a), neutral (b) and positive (c) forms of cysteamine
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The main goal of this work was to analyze the changes of the
calculated Raman spectra during the optimization. The experi-
mentally recorded Raman spectrum is continuous, but it can be 
simulated using calculated spectral band frequencies and inten-
sities. Therefore, it is possible to separate the analysis of peak fre-
quencies and peak intensity. Fig. 3 (a)–(c) shows the frequency 
and intensity error changes during the optimization. Generally, 
the errors have the highest values during the first optimization
cycles and later they asymptotically approximate to zero. While 
the general tendency is to decrease asymptotically to zero, the 
calculation error graphs have some regions of steep descending, 
usually during the beginning of the optimization, and some lo-
cal “hills” on the graphs. Probably these can be associated with 
less stable transition geometries. It should be noted that on 
average the errors are quite low. There are some exceptions to
this general tendency. For example, the positive form Cyst+ has 
quite large errors at 13–14 optimization cycles. But it turns out 
that this phenomenon is caused by saddle point geometry – the 
highest calculated imaginary frequency reaches –2000 cm–1 and 
this indicates very unstable transition geometry. In general, the 
errors reach acceptable levels after the first 5–15 cycles, but the
geometry optimization may take much more cycles to find the
converged geometry. After these initial optimization steps, the
average absolute frequency calculation error remains below 
10–20 cm–1 and the average relative intensity error is below 20%. 
Compared to experimental data [23], similar or slightly higher 
errors can be seen when comparing the experimental and cal-
culated spectra. 

The main changes to the model geometry are done on water
molecules. Therefore, it is logical to expect main optimization

errors on vibrations, which are associated with simultaneous 
movements of water and cysteamine atom. The diagram in Fig. 3
(d) shows the intensity error dependence on the calculated fre-
quency. Three zones of higher errors can be distinguished. The
first one is below 500 cm–1, the second one is at ca 1600cm–1 and 
the third one is above 3200 cm–1. All these zones can be associ-
ated with vibrational water frequencies – rotational, deforma-
tional and stretching. Except these zones of higher possibility of 
the calculation errors, the average calculation error during the 
optimization is usually below 10%. 

It can be concluded from the above figures that the energy,
geometry, frequency error as well as the intensity error curves 
have similar profiles, all of them having exponential decay func-
tion shape. Table contains data on the correlation between the 
frequency and intensity errors versus cysteamine structure en-
ergy, geometry and internal forces. 

It can also be concluded that there is a clear correlation be-
tween the average forces on atoms and geometry changes. The
correlation coefficients are vary from 0.86 for the positive form
of cysteamine Cys+ to 0.95 for the neutral form Cys. A strong re-
lationship can be observed for the energy calculation error and 
average forces on atoms – correlation coefficients vary from 0.9
to 0.98. It should be noted that a good correlation between fre-
quency and intensity calculation errors can also be observed. 
This observation does not surprise, because the calculation of
frequencies and optical Raman intensities both depend on the 
second derivatives of energy with respect to coordinates.

Fig. 3. Frequency and intensity errors during the optimization for negative (a), neutral (b), positive (c) forms of cysteamine and the intensity error calculation dependence on 
the calculated frequency (d)
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CONCLUSIONS

Structure optimization is a required step for the calculations of 
vibrational frequencies and intensities of IR and Raman spec-
tra peaks. It is usually stated that correct computations should 
involve structural optimizations to full convergence. However, 
loose molecular systems having solvent molecules are difficult
to optimize. We have found that 10–15 optimization steps are 
enough for semi-accurate results and the calculation errors for 
our models do not exceed 5–10%. Usually the highest calculated 
spectral band intensity errors are either at low (<500cm–1) or at 
high frequencies (>3200cm–1).

It should be noted that there is some correlation between the 
calculation errors and the internal forces on atoms or changes of 
the model geometries.
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SOLVATUOTO CISTEAMINO RAMANO SPEKTRŲ 
MODELIAVIMO TYRIMAI

S a n t r a u k a
Tyrinėtos solvatuotų molekulių Ramano spektrų skaičiavimo ypaty-
bės. Modeline sistema buvo pasirinkti cisteamino hidrochlorido van-
deniniai tirpalai. Atliekant skaičiavimus buvo naudojama Integralinių 
lygčių formalizmo poliarizuojamojo kontinuumo modelio (IEFPCM) 
metodika, o į struktūrų modelius įtrauktos papildomos vandens mo-
lekulės. Tokio tipo struktūrų geometrijos optimizacija gali trukti ilgą 
laiką dėl gana plokščio potencinės energijos paviršiaus. Analizuojant 
Ramano spektro pokyčius optimizacijos metu buvo nustatyta, kad ge-
rokai mažiau optimizacijos žingsnių reikia norint gauti vidutiniškai 
tikslius rezultatus. Tyrinėtuose modeliuose po 10–15 optimizacijos 
žingsnių spektrinių parametrų skaičiavimo klaidos buvo ne didesnės 
kaip 5–10%. Taip pat buvo nustatyta, kad skaičiavimo klaidos gerai ko-
reliuoja su vidutinėmis jėgomis, veikiančiomis atomus, ir su vidutiniais 
atomų padėties pokyčiais. 


